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Abstract: Several typical aeroelastic phenomena and instabilities, like flutter, induce peri-
odic oscillations of the structure and of the aerodynamic forces. Numerical methods based on
the harmonic balance technique or the Time Spectral Method (TSM) with a projection on the
Fourier space has proven to be very efficient to predict the oscillatory phenomena by resolving
the established regime without solving for the transient one. Such formulations lead however
to critical numerical difficulties especially with a fine time sampling. A modular parallel TSM
solver is implemented in a high level abstraction Python layer in order to perform aeroelastic
analyses and optimizations of wings. This solver is in charge of performing all the operations
regarding the temporal discretization and the time resolution. An interface with the CFD code
elsA extracts all the needed information related to the spatial discretization. An Approximate
Newton algorithm is used to solve the TSM problem. Both a Block-Jacobi method and a pre-
conditioned GMRES are implemented to solve the implicit linear system. Such a modular
approach makes the evaluation of resolution algorithms easier to improve the computational
robustness and efficiency. A ”block-circulant” preconditioner is thus assessed for its capability
to provide convergence profiles independent of the number of harmonics. An adjoint solver is
also developed in order to perform aeroelastic optimizations with dynamic objective functions
and constraints. This TSM solver is evaluated for the NACA64A010 airfoil in transonic inviscid
flows. Responses to harmonic pitching motions and to gusts are first computed and compared
to unsteady simulations for both rigid and deforming meshes. The computation of the gradient
of the unsteady pressure drag with respect to shape parameters is then validated against finite
differences.

1 INTRODUCTION

Several typical aeroelastic phenomena and instabilities, like flutter, induce periodic oscillations
of the structure and of the aerodynamic forces. Numerous numerical methods have then been
developed in order to compute such unsteady forces. The first ones such as the Doublet Lattice
Method (DLM [1]) were based on a linearized potential equations with restrictive assumptions
about the represented physics. Other methods based on the time consistent CFD (Euler or
URANS) are the most accurate but at a very high computational cost. One of the most used
time resolution implicit technique for such unsteady CFD is the Dual Time Stepping (DTS)
Backward Difference Formula (BDF) proposed by Jameson [2]. Alternative techniques have
also been developed such as the LFD (Linearized Frequency Domain) which consists in ex-
pressing the Euler or URANS equations in the frequency domain and in linearizing them about
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a steady state with respect to small perturbations of the flow field due to the harmonic excita-
tion (forced motion or gust encounter) [3–9]. The increasing interest in nonlinear aeroelastic
features led to the development of efficient nonlinear approaches dedicated to time periodic phe-
nomena. Typically the Harmonic Balance Technique (HBT) considers a Fourier decomposition
in time of the flow. They have proven to be very efficient to predict the oscillatory phenomena
by resolving the established periodic regime without solving for the transient one. The fluid
equations to which is applied a Fourier Transform can be either solved in the frequency [10–12]
or in the time domain (Time Spectral Method, TSM) [13–16]. TSM has become popular in the
last decade due to the simplicity of its implementation in existing CFD codes. It has been ap-
plied to many aeroelastic problems [17, 18]. However, TSM can suffer from critical numerical
difficulties, particularly when fine time sampling is considered. The time derivative operator
indeed reinforces the off-diagonal terms of the TSM system matrix. Sicot et al. [19] proposed
a pseudo-time marching strategy of the TSM problem with an implicit Block-Jacobi iterative
algorithm to compute the solution increment. But this approach is restrained to CFL numbers
inversely proportional to the number of harmonics. Work has been performed to circumvent
this difficulty by using GMRES algorithms applied to the Jacobian matrix gathering all the in-
stants [20]. Efficient preconditioners decoupling the space and time discretizations have also
been proposed [21, 22].

Furthermore, since the TSM solves an unsteady problem using a steady process, an adjoint for-
mulation aiming at high-fidelity optimization with unsteady objective functions and constraints
can be derived more easily than a pure unsteady adjoint [23–25].

Blondeau et al. [26] showed the advantages of a modular implementation of a TSM solver and
its adjoint counterpart using the elsA 1 CFD code [27]. This study proposes to evaluate the mod-
ular TSM implementation on the one hand to compute the aerodynamic response of an airfoil to
forced motions and to gust profiles, and on the other hand to compute the unsteady aerodynamic
coefficient derivatives with respect to shape parameters. This paper is organized as follows. The
first part recalls theoretical aspects about the direct and adjoint TSM formulation. The second
part is dedicated to the numerical experiments. More specifically, we will demonstrate the capa-
bility of the current implementation to predict the responses to a rigid body harmonic excitation
and to a gust profile associated to the ALE formulation. Finally the third part is devoted to the
assessment of the numerical efficiency of the GMRES solver applied to the TSM adjoint linear
system and to the numerical validation of the assembled gradient compared to finite differences
approximations.

2 THEORETICAL BACKGROUND
2.1 Direct flow solver
The semi-discrete governing fluid equations resulting from a Finite Volume discretization pro-
cess can be written as

∂VW

∂t
+R(W,X, t) = 0 (1)

where W is the vector of the fluid conservative variables, X is the vector of the mesh coordi-
nates, t is time, V is a diagonal matrix containing the cell volumes and R(W,X, t) is the dis-
crete residual computed from the convective and diffusive fluxes and from the eventual source

1elsA is the joint property of Safran and ONERA

2



IFASD-2024-34

terms. In case of a deforming mesh, the Arbitrary Lagrangian Eulerian (ALE) formulation of
the Euler/RANS equations is used, and the corresponding additional flux term is also included
in R.

The TSM method is used to seek for time periodic phenomena of pulsation ω. It consists
in first projecting the conservative variables and residual vector in the Fourier space and in
truncating the Fourier Series to keep the first N harmonics. The application of the Inverse
Fourier Transform to equation (1) written in the Fourier domain allows then the expression of
the latter equation at the M = 2N + 1 instants of the time sampling of the reference period.
Such a process yields the time-spectral approximation of the time derivative term at the nth

instant tn.

∂W

∂t

∣∣∣∣
tn

= Dt(Wn) =
M−1∑
j=0

dnjWj (2)

with

{
dnn = 0

dnj = ω
2
(−1)(n−j) csc

(
π(n−j)

M

)
The fluid equation at the nth instant can then be written as a steady equation

|Vn|
∂Wn

∂τn
+Rn +Dt(|Vn|Wn) = 0, 0 ≤ n < M (3)

where Wn = W(tn) is the vector of the fluid conservative variables at the nth instant and |Vn|
is a diagonal matrix containing the cell volumes at instant tn. In case of a prescribed motion, the
cell volumes are assumed to be known at each instant. The pseudo-time term |Vn|∂Wn

∂τn
is added

in order to stabilize the time integration scheme. It is discretized by a first-order approximation

|Vn|
∆Wn

∆τn
+Rn +Dt(|Vn|Wn) = 0, 0 ≤ n < M (4)

where ∆Wn = Wq+1
n −Wq

n is the solution increment between iterations q and q+ 1, and ∆τn
is the pseudo-time increment computed using a local time-stepping strategy based on a CFL
number. The backward-Euler implicit scheme is derived by differentiating the residual and the
time-spectral source term at iteration q + 1. Let Jn = ∂Rn/∂Wn be the Jacobian matrix of the
residual vector, we have

Rq+1
n ≈ Rq

n + Jn∆Wn (5)

The time-spectral derivative operator Dt being linear it follows directly that

Dt(|Vn|Wq+1
n ) = Dt(|Vn|Wq

n) +Dt(|Vn|∆Wn) (6)

Substituting (5) and (6) in (4) we obtain the fully implicit TSM formulation(
|Vn|
∆τn

+ Jn +Dt(|Vn| ·)
)
∆Wn = −Rq

n −Dt(|Vn|Wq
n) = −RTSM(Wq

n) (7)
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Gathering all flow instances in the vector W = (WT
0 ,W

T
1 , · · · ,WT

M−1)
T , we can write the full

TSM system as

[A]∆W = −RTSM(Wq) (8)

with the resulting Jacobian matrix given by

[A] =


|V0|
∆τ0

+ J0 |V1|d1
0 . . . |VM−1|dM−1

0

|V1|d0
1

|V1|
∆τ1

+ J1 . . . |VM−1|dM−1
1

...
... . . . ...

|VM−1|d0
M−1 |VM−1|d1

M−1 . . . |VM−1|
∆τM−1

+ JM−1

 (9)

where dj
n = diag(dnj) = dnjI. In the expression above we have emphasized that the vol-

ume matrix |Vn| may depend on the time instance for the case of an ALE formulation with a
deforming mesh.

2.2 Implementation

A TSM solver requires to carry out several operations that can be divided into those relevant
to a pure CFD simulation, i.e. all the operations due to the space discretization, and those
related to the TSM approach itself, i.e. those related to the time discretization. A solver was
then implemented in a high level Python abstraction layer with a low level interface to the
kernel objects of the elsA CFD code. The Python program is in charge of performing the time
integration scheme, of computing the temporal source terms by achieving the coupling between
the different instants and of assembling the TSM residual (RTSM in equation (7)). The CFD
code should be able to provide the residual vector from a flow field (Rn in equation (7)), the
Jacobian matrix or the matrix-vector product and the associated local time step vector. elsA
was then modified to make these latter operators available from an external Python script. One
of the main advantages of such a modular implementation is the ability to quickly and rather
easily investigate different solving strategies, such as the Approximate Newton Krylov which
has proved effective for solving steady problems [28, 29].

Furthermore, both time and space parallelizations were implemented, taking advantage of the
native spatial parallelization of the CFD code. Because of the large number of degrees of free-
dom in the space-time problem (the number of time instances M times the number of degrees of
freedom of the spatial problem), an efficient specific parallel implementation is indeed needed.
In order to keep a fixed number of unknowns per process, the classical space discretization
managed by the CFD code is augmented with a time parallelization as illustrated in figure 1.
The distribution of the spatial unknowns over K processes is duplicated the number of instant
times. The vector of the unknows of the whole space-time problem W is then distributed over a
grid of M×K processes indexed by the couple (n, k) where n ∈ [0,M−1] and k ∈ [0, K−1].
Parallel communications may occur either in the time direction via one of the K time communi-
cators (yellow) or in the space direction via one of the M space communicators (blue). In order
to minimize the communications, the time parallelization is carried out according to a ”round
robin” strategy. Each process receives data from only one CPU and sends data to only one other
CPU.
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Figure 1: Distribution of the space-time vector W over M × K processes where Wm
k refers to the unknowns

belonging to spatial domain k and the instant m. Parallel communications occurs only within one of the
K temporal communicator (yellow) or one of the M space communicators (blue).

Two numerical strategies were implemented to solve (8). The first one consists in solving equa-
tion (7) using an implicit iterative Block-Jacobi as described by Sicot et-al [19]. The solution
increment at the qth non-linear iteration for the nth instant is computed iteratively (over k) from

(
|V |
∆τn

+ Jn

)
∆Wk+1

n = −Rq
n − |V |Dt(W

q
n)− |V |Dt(∆Wk

n) (10)

matching the approximate global Jacobian matrix for all the instants

[ABJ ] =


|V0|
∆τ0

+ J0 0 . . . 0

0 |V1|
∆τ1

+ J1 . . . 0
...

... . . . ...
0 0 . . . |VM−1|

∆τM−1
+ JM−1

 (11)

According to this approach, the solution increment of one time instance can be computed in-
dependently of the other instants, the coupling between the instants being accounted for only
in the right-hand side. System (10) can then be solved using a relaxation technique already
implemented in the CFD code (LU-SSOR). Such an approach allows a quick resolution of each
non-linear iteration. Nevertheless, the CFL number must remain low to converge towards a
solution, especially for a high number of instants. The second implemented approach consists
in handling straightforwardly the whole space-time vector W and in solving system (8) using
a preconditioned F-GMRES (Flexible Generalized Minimal RESidual) algorithm. Such an ap-
proach improves the efficiency of the TSM problem resolution. The CFL number can indeed
be inversely proportional to the residual norm, and make the non-linear resolution process tend
towards a Newton algorithm with its quadratic convergence. However previous work showed
that the convergence degrades rapidly when the number of instants and/or the excitation fre-
quency increases, requiring thus many more preconditioning iterations to reach a converged
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solution. To alleviate this convergence degradation, authors proposed specific precondition-
ing techniques based on the inversion of the spatial-temporal diagonal blocks [30] associated
with an approximate-factorization that decouples spatial and temporal systems [21], or based
on a block-circulant matrix and a preconditioner-solving in the frequency domain [22]. The
latter was assessed in this study. The idea of the block-circulant preconditioner is based on the
observation that the TSM Jacobian matrix (9) is ”close to” block-circulant.

[A] =


|V0|
∆τ0

+ J0 |V1|d1
0 . . . |VM−1|dM−1

0

|V1|d0
1

|V1|
∆τ1

+ J1 . . . |VM−1|dM−1
1

...
... . . . ...

|VM−1|d0
M−1 |VM−1|d1

M−1 . . . |VM−1|
∆τM−1

+ JM−1


”close to”

|̃V|
∆̃τ

+ J̃ |V1|d1
0 . . . |VM−1|dM−1

0

|V1|d0
1

|̃V|
∆̃τ

+ J̃ . . . |VM−1|dM−1
1

...
... . . . ...

|VM−1|d0
M−1 |VM−1|d1

M−1 . . . |̃V|
∆̃τ

+ J̃

 = [ABC ]

(12)

where the operators |̃V |, ∆̃τ and J̃ are introduced to enforce the circulant pattern. |̃V | and ∆̃τ
can be seen as the mean vectors of the mesh volumes and the local pseudo time steps. In order to
be ”as close as possible to” the instantaneous space Jacobian matrices Ji, the matrix J̃ is chosen
equal to the mean Jacobian matrix. One interesting property of the block-circulant matrices is
that they are diagonalized by the Discrete Fourier Transform operator (F).

[ABC ] = F−1 [̂ABC ]F (13)

with

[̂ABC ] = diag

[
|̃V |
∆̃τ

+ 0iωId+ J̃, ...,
|̃V |
∆̃τ

+NiωId+ J̃,

|̃V |
∆̃τ

−NiωId+ J̃, ...,
|̃V |
∆̃τ

− 1iωId+ J̃

]
with N being the number of harmonics (M = 2N+1), Id the identity matrix and F the Discrete
Fourier Transform operator defined as



Ŵ0
...

ŴN

Ŵ−N
...

Ŵ−1


= F



W(t0)
...

W(tN)
W(tN+1)

...
W(t2N)


where the Ŵk are the discrete Fourier modes of the W variable. Applying [A]BC as precondi-
tioner can then be performed efficiently in the frequency domain, since it is a diagonal matrix in
the Fourier space, before retrieving the time solution by applying the Inverse Fourier Transform.
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At last, a parallel implementation of the F-GMRES algorithm is needed for a large number of
instants or of mesh cells. The flexible GMRES from the PETSc library [31] was then used via
its Python interface.

2.3 Adjoint solver

Let p be a set of np shape design parameters. We introduce the generic form of an objective
function for a periodic response as the weighted sum J =

∑M−1
n=0 cnJn(Wn(p),Xn(p)). J is

any scalar aerodynamic function of interest like drag, lift or moment coefficient.

One can note that the vectors of flow variables and grid coordinates at the 2N + 1 instants in
the period appear in function J . The sequences of flow fields Wn and of volume meshes |Vn|
directly dependent on the meshes coordinates Xn are linked by the discrete residual equations

RTSM(Wn,Xn) = Rn(Wn,Xn) +Dt(|Vn|Wn) = 0 (14)

where Dt(|Vn|Wn) is given by (2). In this section, applications of the ALE formulation for
only a rigid entrainment velocity field are discussed. The mesh geometry Xn and the associated
volume matrix |Vn| are therefore taken constant in the following. Anyway, the extension to
a general ALE formulation is straightforward. Direct differentiation of (14) with respect to a
design parameter p gives

dRTSM

dp
=

M−1∑
j=0

∂RTSM

∂Wj

dWj

dp
+

∂RTSM

∂X

dX

dp
(15)

A strong requirement here is that the total variation of the residual must vanish for any design
parameter change, i.e. dRTSM/dp = 0. Inserting the definition of RTSM in (15) leads to the
following tangent linear system:

Jn
dWn

dp
+ |V |

M−1∑
j=0

dnj
dWj

dp
= −∂Rn

∂X

dX

dp
− δp|V |

M−1∑
j=0

dnjWj (16)

where δp|V | = ∂|V|
∂X

dX
dp

represents the matrix of analytic sensitivities of cell volumes to a change
in p. One can recognize on the left-hand side the full Jacobian matrix [A] in (9).

The total derivative of the objective function is then written as

dJ
dp

=
∑
n

cn
∂Jn

∂X

dX

dp
+
∑
n

cn
∂Jn

∂Wn

dWn

dp
(17)

The following equality also holds ∀λn ∈ Rna

cnλ
T
n

dRTSM

dp
= 0, 0 ≤ n < M (18)

and combining with (15) and (17) leads to

7



IFASD-2024-34

dJ
dp

=
∑
n

cn
∂Jn

∂X

dX

dp
+
∑
n

cnλ
T
n

∂RTSM

∂X

dX

dp

+
∑
n

cn

(
∂Jn

∂Wn

+ λT
n Jn

)
dWn

dp
+
∑
n

cnλ
T
n

(
|V |
∑
j

dnj
dWj

dp

) (19)

The adjoint system is obtained by canceling the factor of dWn/dp which defines the adjoint
vectors λn as the solutions of the following coupled linear systems

JT
nλn + |V |

M−1∑
j=0

djnλj = −
(

∂Jn

∂Wn

)T

, 0 ≤ n < M (20)

The transpose of the system matrix (9) of the TSM solver naturally appears in the adjoint linear
system. Using the skew-symmetric property of the time-spectral derivative matrix (dnj)0≤n,j<M

we have djn = −dnj . Finally, the total derivative of the objective function turns out to be

dJ
dp

=
∑
n

cn

(
∂Jn

∂X
+ λT

n

∂Rn

∂X

)
dX

dp
+
∑
n

cnλ
T
n (δp|V |Dt(Wn)) (21)

3 NUMERICAL EXPERIMENTS

Simulations using the TSM solver were performed with the 2D NACA64A010 symmetric air-
foil. The flight conditions were defined according to the experimental results which are reported
by the AGARD group in [32]. The dynamic index 55 case was selected and corresponds to a
transonic Mach number of 0.796. The flow conditions are reported in Table 1.

Table 1: Flow conditions for dynamic index 55.

M 0.796 Mach number
p∞ 133912 Pa free stream pressure
pt 203321 Pa total pressure
q 59395 Pa dynamic pressure
α0 −0.21 ◦ mean incidence

The fluid domain is discretized with a structured 2D C-mesh of 257x33 cells (fig 2). The
inviscid Euler equations are considered for the fluid model. An upwind second order Roe spatial
discretization scheme associated to a MUSCL reconstruction and a Van Albada limiter for the
convective fluxes is used.

3.1 Forced motion

The TSM solver was first applied to compute the airfoil response to a prescribed harmonic
pitching motion whose angle of attack is defined by the function

α(t) = α0 + α̂ sin(ωt) (22)
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Figure 2: Structured 4-block 2D C-mesh of the NACA64A010 airfoil.

where α0 is the mean angle of attack and α̂ is the amplitude of the pitching motion. The motion
amplitude and frequency were respectively 1.02◦ and 34.4Hz. These simulations were com-
pared with time consistent ones using the Dual Time Stepping method. The phase portrait of
the aerodynamic coefficients as functions of the angle of attack considering the whole time his-
tory of the reference unsteady analysis are plotted in Figure 3 below. The plain bold curves
correspond to the established periodic response in the 8th time period, meaning that the com-
putational time for the 7 preceding transient periods has been spent for nothing. The colored
markers correspond to the instantaneous values obtained for a varying number of harmonics.

−1.25 −1.00 −0.75 −0.50 −0.25 0.00 0.25 0.50 0.75
α∘
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C L
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5∘instants∘TSM
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α∘

0.001

0.002

0.003

0.004

C D
p

Pressure∘drag∘coefficient

Unsteady
3∘instants∘TSM
5∘instants∘TSM
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Figure 3: Aerodynamic coefficients versus angle of attack plots. The instantaneous values for a varying number of
harmonics are superimposed to the reference unsteady time history.

One can notice that the lift evolution over one period is accurately predicted using the TSM
solver with only one harmonic, whereas the prediction of the drag evolution requires at least
3 harmonics. These simulations were performed considering the excitation as a rigid rotation
motion of the whole mesh. When considering the deforming mesh, a new mesh was computed
for each instant applying the rotation only to the airfoil and using a grid deformation tool based
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Figure 4: Accuracy of the time-spectral reconstruction for lift and drag coefficients for a spectral approximation
from 1 to 6 harmonics (rigid motions).

on Trans-Finite Interpolation (TFI) techniques. The grid deformation speed is determined by
applying the time-spectral derivative operator. The histories of the lift and drag coefficients
over one period resulting from unsteady simulations and from TSM with 9 instants are plotted
in Figure 5. The latter figure shows a good agreement between unsteady and TSM simulations
for both rigid motions and deforming meshes.

Figure 5: Lift and drag histories resulting from the unsteady and TSM with 4 harmonics (9 instants) simulations
for both the motion applied rigidly and to a deforming mesh.

Some investigations about the numerical algorithms were carried out. The TSM problem with
3 and 9 instants (1 and 4 harmonics) were solved using a Newton like non-linear algorithm
with an additional pseudo time term (CFL). The resulting linear system to compute the solution
increment at each non-linear iteration was solved using either a Block-Jacobi algorithm or a
preconditioned F-GMRES algorithm. In the first case, when the Block-Jacobi algorithm was
used, the CFL number had to remain constant at a rather low value, i.e. no greater than 10
and 3 for 3 and 9 instants respectively, to reach a converged solution. The linear system which
arises at each Jacobi sub-iteration was then partially solved using either a LU-SGS relaxation
method or a preconditioned F-GMRES, yielding similar results. In the second case, when a
preconditioned F-GMRES algorithm was applied to the whole system gathering the degrees of
freedom of all instants, the CFL number was applied either constant or according to the residual
norm-dependent function
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CFL = CFL0 ∗ |R|−r (23)

with R being the residual of the TSM problem and r the exponent equal to 1.2 for 3 instants
and 1.1 for 9 instants. The F-GMRES algorithm was used with a Krylov basis of size 100 and
a stopping criterion when the linear relative residual reached 0.05. The convergence profiles
towards the solution are comparable for both rigid and deformable meshes and for an identi-
cal constant CFL number, whatever the resolution algorithm used. The CFL number has the
strongest influence on the convergence speed even if the preconditioned F-GMRES is used to
solve the implicit linear system. Its evolution proportional to a power of the inverse of the resid-
ual norm allows indeed a rapid increase of itself and reducing thus drastically the number of
needed non-linear iterations as can be seen in figure 6 plotting the residual history for 3 instants
(left plot) and 9 instants (right plot) for both resolution algorithms.

Figure 6: Residual evolutions for the TSM simulations with 3 (left) and 9 instants (right)

Figure 7: Evolutions of the residual, CFL (left), GMRES reached convergence and number of GMRES iterations
(right) for the TSM simulations with 3 and 9 instants using the preconditioned F-GMRES

One can however notice a strong dependency of the number of instants on the convergence of
the non-linear iterations. When the Block-Jacobi was used for the implicit linear system, the
maximal CFL number decreased from 10 to 3 with the number of instants increasing from 3 to
9. And the number of non-linear iterations to reach a converged solution (residual norm less
than 10−9) increased from about 2000 to about 7000. When the preconditioned F-GMRES was
applied to the implicit linear system with a CFL number varying according to 23, the num-
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ber of non-linear iterations increased then from 64 to 137 as can be seen in 7 left. The latter
figure plots the residuals and the CFL values with respect to the the non-linear iterations. Its
right-wing counterpart plots the reached residuals and the number of linear iterations used by
the GMRES algorithm function of the non-linear iterations. The different convergence behav-
iors shown by the TSM simulations with 3 (blue curves) and 9 instants (green curves) can be
explained by the GMRES behavior. For simulations with 3 instants, the GMRES algorithm
reached the requested residual reduction after a moderate number of GMRES iterations at each
non-linear iteration. But with 9 instants, the GMRES used the maximum allowed number of
iterations as soon as the CFL increased rapidly, and the GMRES residual remained close to
1, yielding thus a poor solution increment. The Block-Jacobi method used as preconditioner
seems therefore not efficient enough for high values of the CFL and the number of instants,
conditions that lessen the diagonal dominance of the TSM system matrix and are thus unfavor-
able to the Block-Jacobi algorithm. To circumvent this dependency on the number of instants,
the block-circulant preconditioner was assessed for 3, 5, 7 and 9 instants with a rigid motion of
the airfoil. The simulations were performed with a requested linear residual drop of 10−1 and
a CFL verifying 23 with a 1015 maximal CFL value. The evolution of the non-linear residual,
the CFL number, the number of linear iterations used to reach the requested residual conver-
gence, and the linear residual reduction are monitored in figure 8.As seen from the top left plot,
the nonlinear residual decreases according to a typical pattern of pseudo-Newton method with
first, a rather extended plateau with low CFL’s, and second a rapid residual drop associated to
high CFL’s. The convergence curve is noticeably robust to the number of instants. Contrary to
figure 7, the linear solver performs robustly for all number of instants (see bottom plots), with
moderate numbers of GMRES iterations (at maximum about 50 for CFL of about 107). Clearly,
this robustness of the linear solver to the number of instants is what enables the robust nonlinear
convergence and the use of large CFL’s yielding fast convergence rates.

3.2 Gust response

The TSM solver was also applied to compute the aerodynamic response of the airfoil to a gust.
The latter excitation was implemented as an additional grid deformation speed according to the
field velocity method proposed by Sitaraman et-al [33]. The first applied gust was a harmonic
vertical gust whose velocity Vg is expressed as

Vgust(x, t) =
Vgust

2
(1.− cos(k · x+ ωt)) (24)

with Vgust being the gust amplitude, k the wave vector whose norm is |k| = 2π
λ

and λ the wave
length, x the position vector and ω the gust pulsation. The applied gust here was characterized
by a 10 ms−1 amplitude, and a wavelength equal to 25 times the chord matching a frequency of
10.73 Hz. Figure 9 plots the time evolution of the lift and drag coefficients computed using an
unsteady simulation and TSM with 3 and 9 instants simulations. As for the previous responses
to a forced pitching motion, the lift is accurately predicted using 3 instants whereas the drag
prediction requires a greater number of instants. A good agreement can indeed be noticed
between the drag evolution computed using both the unsteady and the TSM with 9 instants
simulations. A one peak gust was also applied to the airfoil. Such a gust is characterized by
a null speed excepted in the phase (k · x + ωt) range [−λ, 0] where the vertical velocity is
determined by (24). Since the TSM solver requires a periodic excitation, the applied gust signal
had a total length equal to 2 or 3 times the peak length (λ). The total signal length should indeed
be selected such as the peak influence vanishes at the beginning and end of the time period,
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Figure 8: Convergence of the block-circulant preconditioned F-GMRES solution method. The norm of the nonlin-
ear residual, the CFL number, the number of the GMRES iterations and the linear residual reduction are
monitored for 3 (solid), 5 (dotted), 7 (dashed) and 9 (dash-dotted) instants.

but also such as the response is captured with a reasonable number of instants while they are
uniformly distributed along the input signal. Figure 10 shows the lift and drag evolution for
both unsteady and TSM with 9 instants simulations. A rather good agreement can be noticed on
both lift and drag, but the TSM computations are as expected strongly influenced by the length
of the input signal and by the number of instants. The lift resulting from the TSM simulation
with the longest input signal is closer to that resulting from the unsteady simulation than that
resulting from the TSM simulation with the shortest signal. But the closest drag evolution is
obtained for the shortest input signal.

Figure 9: Lift and drag history over one period in response to a harmonic (1− cos) gust
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Figure 10: Lift and drag history in response to a one peak (1− cos) gust

3.3 Gradient computation for shape optimization using an adjoint TSM solver

The TSM adjoint solver was applied to the same NACA64 2D test case (4-block structured
C-type mesh) presented in the section devoted to the TSM solver. As already mentioned, the
Block-Jacobi iterative solution strategy can no longer be applied because the adjoint system
lacks of diagonal dominance. As pointed out by Mundis and Mavriplis in [21], with an in-
creasing number of harmonics the full Jacobian matrix in (9) proceeds farther and farther from
diagonal dominance. This results in linear systems of increasing complexity in terms of size
and numerical stiffness. This undesirable property becomes problematic for relaxation-based
iterative solvers whose convergence relies on diagonal dominance. To circumvent the need for
diagonal dominance, Krylov subspace methods (e.g. the GMRES algorithm [34]) were consid-
ered in more recent works [35–39]. In practice, we decided to switch to more efficient Krylov
solvers embedded in the hpddm package [40] of the linear algebra library PetSc [31]. The in-
terested reader may refer to [41] for details about the nested Krylov strategy applied to CFD
adjoint systems. Whatever, the linear solution method used (i.e. stationary methods or Krylov
methods), a preconditioner is always needed to decrease the condition number of the system
and allow for better convergence. In the present work, we focus on the so-called Block-Jacobi
preconditioner. However, several preconditioning strategies have been proposed in the litera-
ture, among which the STI (Spatial-Temporal diagonal-block Inversion) preconditioner [38], the
approximate-factorization preconditioner [36], the block-circulant preconditioner [ [22], Chap.
3]. These alternative preconditioning strategies for solving adjoint problems will be evaluated
in the near future.

Various advanced Krylov solvers with deflation and restarting like GMRES-DR (Generalized
Minimal Residual Method with Deflated Restarting) and GCRO-DR (Generalized Conjugate
Residual method with inner Orthogonalization and Deflated Restarting) combined with sta-
tionary or iterative nonlinear preconditioners have been tested. The associated convergence
histories of the relative residual norm are plotted in Figure 11. GMRES-DR and GCRO-DR
perform equivalently, while their flexible counterparts exhibit a speedup factor of about 5. The
numerical parameters of the Krylov solvers are reported in the figure legend.

The efficiency of the Krylov solver is then evaluated for an increasing number of harmonics in
the spectral approximation of the unsteady solution. In Figure 12 the associated residual norm
convergence history of the GMRES-DR and FGMRES-DR adjoint solvers is plotted. Clearly
the Block-Jacobi preconditioner, even if associated to a nested Krylov solver, cannot achieve
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Figure 11: Convergence of various Krylov solvers applied to the TSM adjoint linear system, for a single harmonic
spectral approximation. Stationary preconditioned GCRO-DR and GMRES-DR perform similarly. The
same conclusion is drawn for nested Krylov solvers. For this simple problem, even a small outer Krylov
subspace of 20 vectors turns out to be very efficient.

wave number independence in terms of iterations. As mentioned previously, designing such
a preconditioner is still an active area of research. Reusing existing building blocks was our
main goal in setting up this TSM modular adjoint solver prototype and improvements will be
considered in the near future regarding the preconditioning strategy.

Figure 12: Convergence of the standard (left) and nested (right) GCRO-DR Krylov solvers applied to the TSM
adjoint linear system for an increasing number of harmonics. The maximum size of the outer Krylov
subspace is 100, the size of the recycled subspace is 30 and for the flexible solver the inner Krylov
subspace is limited to 10 vectors.
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As an example, Figure 13 presents the primal and adjoint density flow solutions at the three
discretization instants of the single-harmonic approximation of the unsteady motion of our
NACA64 test case.

instant 0

instant 1

instant 2
Figure 13: Primal (left) and adjoint (right) density flow solutions for a 1-harmonic spectral approximation of the

forced harmonic pitching motion of the NACA64 airfoil.
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The basic building blocks of the TSM adjoint solver have been validated numerically by carry-
ing out a systematic comparison with finite difference approximations. In addition, the duality
checks between the full primal TSM system matrix and its adjoint counterpart show a relative
precision of 8 significant digits. To further assess the accuracy of the assembled TSM adjoint
total derivatives, we have implemented a simple parameterization of the NACA64 airfoil shape.
Our objective is to compare with gradients of the aerodynamic pressure drag coefficient CDp

obtained by finite differences. The parameterization is performed using the PADGE CAD mod-
eler kindly provided by Airbus in the context of UE funded NEXTAIR project. The PADGE
framework also provides the wall grid sensitivities with respect to the design variables. We can
then easily apply a volume mesh deformation operator to this quantity to obtain the volume
mesh derivative dX/dp required for the assembly of the total gradient of the objective function
(see equation (21)).

Figure 14: Simple shape parameterization of the NACA64 airfoil for validation of adjoint derivatives. Three design
variables control the thickness-to-chord ratio at sections located at 25, 50 and 75% of the chord.

(a) t/c at 25% (b) t/c at 50%

(c) t/c at 75%
Figure 15: Finite difference validation for the 3 instant time-average adjoint derivative of CDp. The three param-

eters control the relative thickness of the airfoil at 25, 50 and 75% of chord respectively. Blue plain
curves correspond to FD derivatives scaled by adjoint ones.
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We first compute the TSM solution using a single harmonic for the spectral approximation (i.e.
3 instants in the temporal period). To get the best accuracy, we ask for a relative decrease of
10 orders of magnitude for the residuals of the TSM primal and adjoint solvers. In figure 15
the time-average derivatives of the pressure drag coefficient obtained by the finite differences
and the adjoint strategies are compared. Reported values are scaled by the adjoint ones. The
latter then appear as horizontal lines at a constant unit value. Typically, the finite difference
approximations show good convergence for increments lower than 1. × 10−3. In this range, a
very good agreement is observed with less that 1% of maximum discrepancy.

4 CONCLUSION

A modular parallel TSM solver was developed in order to perform aeroelastic analyses and
wing shape optimizations. This solver is in charge of performing all the operations regarding the
temporal discretization and the time resolution. An interface with the CFD elsA code extracts all
the needed information related to the spatial discretization. The time resolution is then carried
out using an ANK method. Such a modular architecture allows the adaptation of the TSM solver
to any CFD code (structured, unstructured), and most of all allows assessing and developing
easily new resolution algorithms to improve the robustness and the computational efficiency. A
”block-circulant” preconditioner to the F-GMRES applied to compute the solution increment
of the TSM problem, was thus evaluated and yielded convergence profiles independent of the
number of harmonics. An adjoint formulation of the TSM approach was also developed in
order to perform aeroelastic optimization with dynamic objective functions. This TSM solver
and its adjoint formulation were evaluated to determine the response of an airfoil to forced
pitching motions and to compute the gradient of the unsteady drag coefficient with respect to
shape parameters. Analyses were carried out for both rigid rotations or forced motion applied
to a deforming mesh. Simulations were also performed to investigate the response the airfoil
to gusts. This TSM approach was developed aiming at replacing the low fidelity gust load
computation in an aeroelastic sizing and optimization process. The next step will then consist
in extending the TSM solver capabilities to 3D wings and to coupled fluid-structure analyses
and gradient computations.
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methods. Ph.D. thesis. Thèse de doctorat dirigée par Sipp, Denis et Marquet, Olivier
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