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Abstract: In this paper, the combination of an auto-encoder coupled with a transformer is
presented to predict unsteady surface pressures due to forced excitation. While the used neural-
network architecture operates in the the time domain, training data are computed with the lin-
earized, frequency-domain CFD solver for a generic, high-aspect-ratio wing. These data are
transfered into the time-domain to train the network, while the network’s outputs are Fourier
transformed and compared to their corresponding reference. Results are compared for unsteady,
local surface pressures, frequency response functions of the generalized aerodynamic force ma-
trices as well as flutter predictions.

1 INTRODUCTION

Through the advancements in computational technology and numerical methods over the last
decades, high-fidelity computational fluid dynamics (CFD) analysis are nowadays well estab-
lished in industrial problems. Despite these advancements, however, high-fidelity CFD aero-
dynamics is still very expensive and as such a bottleneck to applications in many aeroelastic
problems. Model-order reduction and Machine Learning (ML) techniques are a means to re-
duce the cost of high-fidelity CFD analyses by constructing models with appropriate accuracy
and lower computational complexity.

In a collaboration project with University of Michigan (2018-2022), first steps were made in
developing and applying interpolation and projection based model-order reduction methods,
[1], [2]. The ambition of applying ML techniques is the detection of critical flutter speeds
with lower computational costs. This should cover the entire flight envelope for all load condi-
tions, including flexible wings with high-aspect-ratios, thus contributing to the safety of aircraft
designs.

In [3]], DLR succesfully showed an approach based on proper orthogonal decomposition and
autoencoder feed-forward neural networks, implemented in their SMARTY toolbox [4]] and
applied to the construction of a data-driven unsteady reduced order model for the prediction
of aerodynamic relevant variables for both field quantities and integral coefficients for a two-
dimensional pitching and plunging airfoil.

The present work focuses on the use of data-driven neural networks based on the nonlinear
autoencoder reduction method coupled to the more recent transformer technique [5] to pre-
dict forced-motion unsteady aerodynamic pressure responses and its applicability to determine
the flutter speeds of a high-aspect-ratio wing in comparison to the flutter speeds based on the
reference TAU-LFD method, [6].



IFASD-2024-30

2 METHODS
2.1 Auto-Encoder

While the Proper Orthogonal Decomposition (POD) provides a good compression rate while re-
taining accuracy for linear data, it quickly reaches its limits for nonlinear training data. There-
fore, the nonlinear reduction method “Auto-Encoder” is employed to have a better trade-off
between size of the latent space and compression loss. A sketch of an auto-encoder is given
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Figure 1: Sketch for AutoEncoder from SMARTY [4]] user-guide

in Figure (1| The encoder consists of several fully-connected linear layers where the number of
inputs is larger than the number of outputs to subsequently reduce the dimension of the latent
space. Between each layer, an activation function, e.g. “ReL.u” or “Tanh”, is called to introduce
nonlinearity into the neural network. The decoder has usually the same setup as the encoder but
in reversed order. The encoder and decoder are trained simultaneously, so that the input to the
encoder must be the output of the decoder. In this paper, the loss function during training was
modified. Instead of using the mean-square error directly on the ¢, values, they are scaled by
their associated surface area to guide the optimizer and regularize the latent space. The auto-
encoder is parameterized via the size of the latent space - i.e. the size of the encoder output -
and via the shrink factor in each layer.

2.2 Transformer

Once the auto-encoder is formed, another neural network is required to link the excitation to the
response inside the latent space. While recurrent neural networks like LSTM and GRU could
perform such time integrations, a more recent technique called transformer [5] is used in this

paper.

The setup of the neural network, see Figure 2] is split into two parts: encoder(left) and decoder
(right). Even though it is denoted similarly to the auto-encoder parts, there is no relation be-
tween them. Each of them starts with a linear layer followed by positional encoding which can
be interpreted as a wavelet transformation. Afterwards, several layers of so-called self-attention
layers are used followed by a linear feed-forward layer for the decoder giving the final output
of this neural network. In this paper, the inputs to the transformer are the modal displacements,
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Figure 2: Sketch for Transformer [5]]

velocity and acceleration of the current time step and of N,;; previous time steps. The output is
the vector of the encoded c, of the current time step.

3 TEST CASE
3.1 Configuration

The capabilities of the neural networks are demonstrated on a generic, high-aspect-ratio wing,
see Figure 3] for the CFD and FE model. The structural model is clamped at the symmetry plane
and the first twelve modes are considered during the flutter analysis. The list of mode names is
given in Table[I|and the overview of flow parameter is given in Table 2]

3.2 Aerodynamic model

The DLR TAU-code [7] is used to solve the steady and the unsteady Reynolds Averaged Navier
Stokes (URANS) equations in combination with the Spalart-Allmaras model [8]. The solver is
based on a finite volume scheme on unstructured grids.

At first, for the current flight point (Mach number, angle of attack, speed combination), a steady
CFD-CSM coupled simulation is performed following the process described in [9]. Around this
aeroelastic equilibrium, unsteady simulations are performed using the linear-frequency domain
(LFD) solver [|6] to generate training and test data. LFD computations are performed for all 12
modes at reduced frequencies w* = [0.02,0.05,0.1,0.15,0.2,0.25, 0.3].

These data can be used directly to compute the generalized aerodynamic-force matrices (GAF)
and run flutter analyses. Moreover, they are used to generate sinusoidal time signals as training
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Table 1: Mode table

Index name vacuum frequency
1 1st bending vertical 0.80 Hz
2 2nd bending vertical 204 Hz
3 Istin-plane bending 220H~
4 engine vertical 225Hz
5 3rd bending vertical 4.32 Hz
6 2nd in-plane bending 5.26 Hz
7 4th bending vertical 6.85 Hz
8 5th bending vertical 7.56 Hz
9 st torsion 9.20Hz

10 3rd in-plane bending 10.67 Hz

11 higher bending vertical 11.62 Hz

12 2nd torsion 14.45 Hz
Table 2: Flow conditions

Parameter value

Mach number 0.85

Density 0.457 kg/m?

Pressure 30kPa

Temperature 2294 K

Velocity 258 m/s

Reynolds number 3.94e5

Reynolds reference length 1m

Steady lift coefficient (rigid) 0.5014
Steady lift coefficient (flexible) 0.2123
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(a) CFD model with steady pressure coefficient (b) FE model

Figure 3: High aspect ratio wing

inputs for the auto-encoder-transformer network. The network is then used to predict unsteady
pressures for various sinusoidal excitations and the GAF matrices can be computed via Fourier
transformation.
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4 RESULTS

The combination of auto-encoder and transformer is demonstrated in two steps. In the first step,
the auto-encoder is used on the training data to directly analyze its compression loss. In the
second step, the transformer is trained on the latent-space response and evaluated on the same
training sets as well as on additional frequencies that were not part of the training.

The presented flutter results are computed with an in-house p-k method using a constant Mach
number and a single input of the GAF matrix. Thus, varying speed corresponds to varying flight
level and the aerodynamic influence is changed only through the dynamic pressure as a factor
to the GAF.

4.1 Auto-Encoder

In Figure[]the effect of the auto-encoder on the flutter predictions is demonstrated for 3 different
latent-space sizes: 48,24 and 12 while the shrink factor was kept constant at 0.4. Here, the
LFD data were transformed into the time-domain with every 16th time-step used as a training
input for the auto-encoder. Afterwards, the complete auto-encoder, i.e. encoder and decoder,
was applied to all time-domain data and transferred back into the frequency domain allowing
to analyze the loss due to the data compression, separately. An excellent agreement to the
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Figure 4: Effect of auto-encoder on flutter results for different latent-space size

reference is obtained using a latent-space size of 48 whereas small deviations can be observed
for a size of 24. compressing the data even further to size of 12 results in large deviations in the
damping prediction for several modes that are not related to the reference at all.

In the follow-up analyses, the auto-encoder with latent-space size of 48 is used. The unsteady
local pressures are compared in Figure [5] for the second bending mode, subplot (a), and for the
first torsion mode in subplot (b). Very good agreement is obtained on both span stations for the
torsion mode, whereas small differences can be observed for the second bending mode. How-
ever, the unsteady response due to the second bending is significantly smaller than the response
due to torsion explaining these deviations. The same explanation holds for the observation, that
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the deviations at the inner span station are larger compared to the outer span station.

4.2 Auto-Encoder and Transformer on training set

After the auto-encoder has been checked, the training data are transformed into the latent sub-
space and a transformer network is trained connecting a time-window of excitations to the next
prediction of encoded c¢,. The obtained transformer is evaluated at the same frequencies as the
training inputs and the results are transferred into the frequency domain to compute the GAF
matrices. In Figure [6] the frequency response function of diagonal elements of the GAF matrix
is shown. In general, a good agreement is obtained between the ML model and it’s direct LFD
counterpart. Small deviations can be seen especially for the phase of the sixth mode, the second
in-plane bending. However, the response is relatively small compared to the other modes. The
effect on the flutter prediction is shown in Figure [/| demonstrating a comparable agreement to
the direct LFD results as with the auto-encoder only as shown in Figure

4.3 Auto-Encoder and Transformer on test set

After it was ensured that the ML model can reproduce the training data sufficiently accurate, the
model is evaluated at different reduced frequencies not part of the training data. The frequency
responses of GAF entries (2,2), (5,5), (6,6) and (7,7) are shown in Figure (8, Except for the
wiggles observed in the phase of the second in-plane bending (mode 6), excellent agreement is
obtained. Because of this good comparison, it is not surprising that the flutter predictions agree
similarly well, shown in Figure [9] Lastly, the local surface pressure coefficients are compared
in Figure[I0]yielding a good agreement. Especially for the torsion mode, excellent agreement is
obtained with small deviations only at the inner wing region which contributes significantly less
to the overall GAF in comparison with the outer wing. The differences for the bending mode
are larger, however, at a smaller scale compared to the torsion.
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Figure 5: Effect of auto-encoder on local pressure coefficient
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Figure 6: Frequency response function of the GAF main diagonal element of auto-encoder-transformer network
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Figure 7: Effect of neural network on flutter results on training set
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Figure 8: Frequency response function of the GAF main diagonal element of auto-encoder-transformer network
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Figure 9: Effect of neural network on flutter results on test set
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5 CONCLUSION

In this paper, the combination of an auto-encoder coupled with a transformer is presented to pre-
dict unsteady surface pressures due to forced excitation. While the used neural-network archi-
tecture operates in the time domain, training data are computed with the linearized, frequency-
domain CFD solver for a generic, high-aspect-ratio wing. These data are transfered into the
time-domain to train the network, while the network’s outputs are Fourier transformed and
compared to their corresponding reference.

Results are shown for unsteady, local surface pressure coefficients as well as for frequency
response functions of entries of the generalized aerodynamic force matrix. Throughout the
work, a good agreement is demonstrated, showing deviations mainly in the inner wing section
and the contribution of the inner wing on the overall forces is small. Excellent agreement
is obtained for the outer wing section, especially for the torsion mode whereas mode shapes
with smaller contribution to the generalized aerodynamic force matrix show small differences.
The data are used to perform flutter analysis confirming the accuracy of the presented neural
network.

Future developments will focus on introducing nonlinearities in form of different linearization
points, e.g. LFD data computed for different speeds/dynamic pressures, and on introducing
amplitude nonlinearities to support the analysis of limit-cycle oscillations. In [[10], a next level
of complexity has been introduced with a reduced-order model framework for the simulation of
surface aerodynamic quantities. This framework embeds graph networks with a implemented
multi-mesh scheme. This approach enables a better reconstruction of the aerodynamic fields
from a spatial discretization. This analysis is another promising opportunity to improve the
predicting quality of data-driven neural networks.
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